Chapter 1

Subgaussian Random Variables
and Concentration

1.1 The law of large numbers and the central limit theorem

The law of large numbers is possibly one of the most celebrated results in probability,
second probably only to the central limit theorem. Let us see what each of them says and
where their limitations lie.

Theorem 1 (Strong Law of large numbers). Suppose that {X; : i > N} is an i.i.d.
collection of random variables such that E[X;] = p. Then we have that

1 n
— ZXi — u, almost surely,
n 4

=1

as n — oo.

We also have the Weak Law of Large numbers.
Theorem 2 (Weak Law of large numbers). Suppose that {X; : i > N} is an i.i.d.
collection of random variables such that E[X;] = p. Then we have that

1 n
— ZXi L W, almost surely,
n “

=1

as n — oQ.

Here & denotes convergence in probability.
Before we move on let us briefly recall two of the three basic modes of convergence of
random variables.

Definition 1 (Convergence in probability). a sequence of random variables {X; : i € N}
defined on a common probability space (1, F,P) is said to converge to a random variable
X, also on (Q, F,P) if for any e > 0 we have

Pl X, —X|>¢—0,
as n — o0o.

Contrast this with almost sure convergence.



Definition 2 (Convergence in probability). a sequence of random variables {X; : i € N}
defined on a common probability space (Q, F,P) is said to converge almost surely to a
random variable X, also on (Q, F,P), denoted X,, — X, if for any ¢ > 0 we have
P|lim X, > X
n—oo
The difference in the two definitions is the order of the limit operation and the prob-

ability operator.

Example 1. Let Q = [0,1), F be the Borel o-algebra, the one generated by open sets,
and P = Leb, the standard Lebesgue measure on [0,1). Define the sequence of random
variables {X,, : n € N} as follows:

w)=1 forallwel0,1],

(w)
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Xo(w) = Lpp 1y (w),

(w) =

(w)
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3(w) = Lo,y (w),
4(@) = Lpjs g (W),
X5(w) = Lz 1y (w),
and so on. Take a moment to visualise what is happening and to convince yourselves that
X, E> 0 but X,, - X almost surely.

<

The strong law of large numbers can be proven using Ergodic theory or a clever
application of truncation and analysis and is beyond our scope. Under additional moment
assumptions it can also be proven from the weak law combined with the Borel-Cantelli
lemma.

The weak law however, at least with additional assumptions, is easily within our grasp
using only elementary probability.

Suppose for now that X, Xs, ..., are i.i.d. with mean p and finite variance var(X;) <
oo. We may assume w.l.o.g. that var(X;) = 1. Then a simple application of Markov’s
inequality, or Chebyshev in this case, shows that for any € > 0

° var (3. X;
P [ZXi—nu > ne SE(QTLQZ)
i=1
nvar(Xy) < L7
e2n?2 T en

where we used that for independent variables the variance of the sum is the sum of the
variance.

Clearly this vanishes as n — oo for any € > 0, and we have proven the w.l.l.n. under
finite second moments. In other words we have proven that the difference between the
average of i.i.d. r.v.s and their mean vanishes in probability.

The central limit theorem, probably the most distinctive result of probability theory,
quantifies the fluctuations of the average from its mean. First we need the following
definition.

Definition 3 (Convergence in distribution, weak convergence). A sequence of random
variables {X; : i € N} is said to converge weakly, or in distribution, to the random variable

X, denoted Xn, 2 X, if
P[X, <t] - P[X <t], asn— oo,
for all continuity points t of the distribution function of X, t — P[X <.



Now we are ready to state the C.L.T.

Theorem 3 (Central Limit Theorem). Suppose that {X; : i > N} is an i.i.d. collection
of random variables such that E[X;] = pu and var(X;) = 2. Then

V@Ei&4%N@ﬁ)
=1

In other words

1 n
Sy Ximut jﬁ €~ N(0,0%),
=1

Based on this one would then expect that
1 n

P[E:X;—u
nia

but in fact the CLT only provides us information at a coarser scale:

1 n

=y X —p

n -

=1

To get one could attempt to replace ¢ with /ny, but this is quite different to the
conclusion of the C.L.T.

Moreover, we cannot expect to hold in general under just finite second moments,
as the above inequality directly implies existence of infinite moments, and even existence
of all exponential moments.

In fact assuming just second moments the best we can do is use Chebyshev’s inequality,
that is if var(Y') < oo,

> t| e (1.1)

Zt %eft2/20'2.

PM

var(Y)
27

PIlY —EY| >t <
which decays much more slowly that e~ To see that in general Chebyshev’s inequality
is sharp, at least up to logarithmic terms, consider Y ~ fy(-), where for ¢ > 0 and
5 €(0,1),

f(xy) ly| > 1.

c

= Flog(y) ™’
Obviously Y is symmetric so that EY = 0 and it can be verified that Y has finite second
moments, but E|Y|?> = co. An easy calculation shows that

/

C
P(Y|>t) > v———
(Y1>8)2 g

so that the polynomial order of the bound achieved by Chebyshev’s inequality is sharp.

On the other hand (1.2)) is true for Gaussian random variables. We will now see that
it also holds much more generally, under appropriate moment conditions.

1.2 Chernoff bounds

As we saw, assuming just two finite moments, we cannot hope in general to obtain tails
decaying faster than 1/t2. We can however, if we assume existence of higher moments.

{eq:gaussian_c



Suppose for example that E[|X|¥] < oo, for k > 1, then we automatically get using
Markov’s inequality that

P[|X —EX|> ] = P[|X — EX|* > "]

E[|X — EX|¥]
<
— tk Y

where the equality follows from the fact that for & > 0 and = > 0, z — z¥ is strictly
increasing, and the inequality from Markov’s inequality.

Obviously the higher k is the faster the tails decay but then potentially the numerator
will also grow. In fact for a fixed ¢ the optimum bound that can be obtained using the
above approach comes from optimising over k, that is

E [|X — EX|¥]
tk

[P[]X—[EX|>t]§i%f .
However, optimising the above, even with X Gaussian becomes cumbersome. What if we
try instead the mapping = — e® or more generally z — e for A € R? This family of
bounds is known collectively as Chernoff bounds. First we need a definition.

Definition 4 (Moment- and Cumulant-Generating Function). Given a random variable
X such that Elexp(AX)] < oo for all A € (—=b,b) for some b > 0, we define its Moment
Generating Function (MGF) and its Cumulant Generating Function (CGF) respectively
through

Mx (\) := E[exp(AX)], P(A) :=log E[exp(AX — E X)].

Lemma 1.2.1 (Chernoff Bound). Suppose that Mx(\) < oo for all A € R, and define
the Legendre dual of ¥ as

P*(t) := sup[At — h(A)].

A>0

Then for allt >0
PIX —EX>t]<e ¥®

Proof. We start off as promised by considering = — exp(Az), that is

PX —EX >t] <Efexp{\X —EX)} > exp(A]
E [exp {A(X — E X)}]

<
- exp(At)
= eT/)(A)—)\t'
Since this holds for all A it also follows that
PX -EX >t] < inf VN A — =¥ (#) u

Notice that the above gives only the upper tail, but letting ¥ = — X, and using the
union bound

P[[X -EX|>t|<PX-EX >t +P[X —EX < —{]

<P
<PX-EX >t +P[Y —EY > 1],

and we can bound each of the above terms as before.



Example 2. Suppose now that X ~ N(0,02). Then we know that Mx(\) = eX7°/2 and
thus that ¥ (\) = N20?/2. From this we can compute
Ng? o t?

2 207

Y*(t) = sup A\t —
A
and thus the corresponding Chernoff bound is
PIX >t] < e /27
which indeed attains the desired Ce=Ct tail decay.

Example 3. Going back to our running example suppose that {X; : i = 1,...,n} are
ii.d. N(p,0%) and let Y = 237 | X; ~ N(p,02/n). Then using independence we have
that ¥y (\) = \202/2n, whence V3 (t) = nt?/(20?) and thus

1 n
[P[nlz:le‘—ﬂ

1.3 Sub-gaussian random variables.

> t| < 2e7/207, (1.2)

Inspecting the proof and the two examples in the last section we can see that what buys
as the correct rate is the behaviour of the CGF. That is suppose that we know that for
some random variable X we have 1x(\) < 02A?/2, then we conclude that

B0 = 3 M =y ()] = sup [M — 02N =
A>0 bY 20

This motivates the following definition.

Definition 5 (Sub-gaussian random variable). Let ¢ > 0. The random variable X, with
mean p = E[X], is said to be o-sub-Gaussian, or sub-Gaussian with variance proxy o, if

2 2
bx(N) < % for all A € R.

Definition 6 (Sub-gaussian random vector). Let o > 0. The random vector € =
(€1,...,6n) € R™ is a o?-sub-Gaussian vector in R™ if for any unit vector u € $"~!
the random variable u' € is o2-sub-Gaussian.

The discussion above then shows that if X is o-sub-Gaussian, then it satisfies the

upper-deviation inequality
t2

P[X >up+t] <e 2.2,
From the definition it easily follows that —X must also be o-sub-Gaussian and thus we

also have that )

PX<pu—t]=P[-X >—pu+t]<e 22,
and thus we see that X must also satisfy the concentration inequality

+2

P[|X — p| > 1] < 2 37,

Example 4 (Rademacher random variables are sub-Gaussian). Let X be a Rademacher
random variable, that is P(X = £1) = /2. Then X is 1-sub-Gaussian.

{eq:gaussian_c



Proof 1. Tt is obvious that Mx(\) = (e* + e *)/2 = cosh(z), and thus that 1x(\) =
log(e* + e™) — log(2). Also notice that ¢x(0) = 0 and 1x(1) = 0 and since X is
symmetric ¥ x(A) = ¥x(—A).

We next compute for A > 0

x —T —T
, e’ —e 2e
-
Q;Z)X(x) et 4 et o _|_e,)\
" eQx
x@) =4m e =1

since the function y — y/(y + 1)? is decreasing for y > 1.
Combining everything we have for A > 0

A
wxcm::wxan+ié W (r)dr
A r
::wx(m—%Aw&an+ZA %;¢§(@dak
A r
:0—1—)\><0+/0 /0 P (s)dsdr
r 2

A A
< / 1dsdr < —.
0o Jo 2

O
Proof 2. (from Wainwright 2019). We have
1[A L&A (-0 T & AR ()
LS| D SRAT ol Gt AR ok Sl Vi
2 2= K — k! 2= k!
1 i 2\ i Az
2 o reoz b (2m)!
> )\Qm > )\2m
=1 <1
2 G =T 2
m=1 m=1
since clearly for m > 1, (2m)! > 2™m]
o0 )\Qm \2/9

Example 5 (Bounded random variables). Let X take values in the interval [a,b], for
a <b. Then X is (b— a)/2-sub-Gaussian.

Proof. (Symmetrisation argument, from Wainwright|2019). Let X' be an independent copy
of X and notice that

E [exp {\M(X — E[X])}] = E [exp {A\(X — E[X'])}]

=E

—E [e/\Xe,\ [E[—X’]}
and since by Jensen’s inequality e*El-XT < E {e)‘(_X')}

<E [e/\X E {e/\(—X’)H

6



<E [e/\(X—X')]

9

where the last equality follows by independence.
The important thing is that we now have to deal with the random variable Y := X — X’

whose distribution is symmetric, that is Y D _y. Stated different, if £ is a Rademacher

random variable, then Y o &Y and therefore
E [e/\(XfX’)} —E [e)\Y} —E [e)‘fy}
e [e{e0 )] se (o)) <o)

where we applied the result of the previous example, that is [E[e’\lg] < e(\)?/ 2 conditionally
on Y, with A’ = A\Y. Finally since X, X’ € [a, ], we have that | X — X'| < b— a and thus

)

E [e)‘(XfX/)} <E [e/\QYz/ﬂ < oA (b—a)?/2

and thus ¥ x(A) < (b—a)?\%/2. O

Just like a linear combination of independent Gaussian random variables is also Gaus-
sian, the sub-Gaussian property is also preserved by linear operations. It is an easy
exercise to verify that if Xi, Xo are o1- and g9-sub-Gaussian respectively then X; + X5
is \/o{ + o3-sub-Gaussian. This leads us to the famous Hoeffding bound.

Theorem 4 (Hoeffding bound). Suppose that {X;}_, are independent random variables,
where X; has mean p; and is o;-sub-Gaussian. Then for all t > 0 we have

P [zn:(Xi — i) =t

=1

)
< .
_exp< 235 07

1.3.1 Characterisations of sub-Gaussian random variables

We based our search for ways to generalise Gaussian tail bounds to non-Gaussian vari-
ables on the condition ¥x(A\) < A202/2, which could be used to directly lower bound
1% (t) in Chernoff’s bound. However as we shall see now there is a number of equivalent
characterisations of sub-Gaussian random variables. The presentation is largely taken
from Van Handel 2016l

Theorem 5. Let X be a centred random variable. TFAE

(a) There is a constant o > 0 such that
E[e*¥] < N2 forall N € R;

(b) There exist a universal constant ¢ > 0 such that

2

P[|X]| > s] <2exp (_2202) , forall s> 0;

(c) There exist a universal constant ¢ > 0 such that

cfoo()] =2

{thm: subGtfae}



(d) There exist a universal constant ¢ > 0 such that
[E[X%} < (002)qq!;
Proof. (a) = (b): We have
Pl X| > s] <P[X > s]+ P[X < —s],

let us treat the first term; let A € R

E exp(AX)

P[X > s] < Plexp(AX) > As] < T

)\2 2 }
<e — =
<exp {17 s
and optimising the bound over ), we set \* = s/0? to get

S
fexp{—ﬁ}-

P[X < —s] < exp{—%},
o

Similarly we get

by applying the previous calculation to —X and (b) follows.
(b) = (c¢): Suppose that
2
P[|X]| > s] < 2exp (—%) .

We will use the following fact, if Y is a positive random variable with distribution
function Fy, and f increasing and differentiable then

EFO) = [ )P = [ °°f<o>F<dy> . / ) / IRACIC
_ (0 +/ / +/ PY > s]f(s)ds.
Then we have, letting ¥ = X2
cfoo (2] - [0 () o
g /oo izexp (1) PlIxP > )y
i J, e (c% o (~gp2)
v e = (50)

2

| /\

which is finite for ¢ > 2

2 2co 14
20-92 c—2'

Choosing ¢ = 6 we get (c).



(c) = (a): Assume w.l.o.g. that ¢ = 1. Then using the fact that for z > 0, e* > 1+ 2*/k!

X? X2
22[E[exp(2>} >1—|—[E{ 5 }
o odq!

whence we have E[X?9] < o24¢!.

(d) = (a): Let X' be an independent copy of X. Then for Y = X — X’  notice by the
cr-inequality that E[Y?*] < 22¢ E[X?¥]. Thus

X NFE[YF
Ee] =y A
k=0 ’
A2k [E[sz] )\2k+1 E[kaJrl]
Z ,;0 @k + 1)
and since Y is symmetric
A2k [E[sz] )\2k22k0,2kk!
<
Z kzzo 20
/\2]“(40 VeE!
= Z ElE!
)\Zk

( o < exp (4)\202) .

< Z
Also since E X = 0, letting X’ be an independent copy of X we have
IE[e)\X] _ [E[e)\X—)\[E[X’}] < [E[GAX_)\X/} _ [E[e)\Y]7

by Jensen’s inequality.
Combining everything we thus get

Mx (X) < exp (4X%0?). O

Useful lemmas
{lem: subGvecto:

Lemma 1.3.1. Suppose that ¢ = (e1,...,€,), where the variables €;,i = 1,...,n are
independent and o?-sub-Gaussian. Then € is a 0-sub-Gaussian vector in R™. That is for
any v € S, €'v is o2-sub-Gaussian.

Proof of Lemma[1.3.1. Obvious since
[exp ()\e v)] =E [exp ()\Zeivi)}
ﬁ E [exp(Xe;v;)]

)\2 2 )\2 2
XP< 20 v?) = exp( 20 )-

IN

::]: [

<

1

-
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{lem:maxbound}
Lemma 1.3.2 (Maximum of n sub-Gaussian random variables). Let Xi,...,X, be n,
centred, o?-sub-Gaussian random variables. Then for any t > 0 we have

t2
|P<.max Xi>t> < Ne 2%, E[ max_X;| <oy/2logN.

i=1,..., =1

[RAS]

Proof. The probability bound holds simply by a union bound, that is

IP(rnaxizl,...,nXi>t)§Z|P[X,->t].
i=1

For the expectation we have
1
E[max X;| = — E[log exp(s max X;)]
s
1
< —log Elexp(s max X;)]
s

1
= — log E[max exp(sX;)]

S

1 2.2
~ LiogNexp (Z2)
s 2

0'25

1
=—logN + —,
s 2

and setting s = \/2logn/o? gives the result. O

1.3.2 Gaussian Concentration

Theorem 6 (Gaussian Concentration). Let X1, ..., X, be i.i.d. N(0,1) and let f : R"™ —
R be K-Lipschitz. Then f(Xi,...,X,) is K-sub-Gaussian. {thn:gauss_con

The proof is taken from Lalley’s notes.

Proof. 1t suffices to prove the result for smooth Lipschitz functions and extend it with an
approximation argument.
Notice that we want to prove that

A2K?2
R

log Elexp(Af(X) — AE f(X))] <

By the standard symmetrisation trick and Jensen’s inequality it suffices to show that

2172
log Elexp(\/(X) ~ Af(X)] < .

where X' is an independent copy of X. Now we will form a smooth path {X; : t € [0,1]}
connecting X and X', and in particular we will take one such that X; ~ N (O,1,). So
let

X, := cos(mt/2) X + sin(nt/2) X,

and we compute

dX; . 7t ;T
el Esm(Trt/Q)X + ?cos(ﬂt/2)X =: §Y{g

10



What’s also important is that Y; is uncorrelated and thus independent of X;.
The FTC then gives

Efexp[Af(X) - M\f(X']} =E {exp [A /01 vy (Xt)cgjt”
{

exp [ 52 [ autw 0, v}

<[ Lt {esp [Tav(x0.)] )

Since as explained earlier, Y; is independent of X, conditionally on X;, we have that
(Vf(Xy),Yy) is |V f(Xy)||*sub-Gaussian, so overall K?-sub-Gaussian. Therefore

E{esp\f(X) - MK} < [ arE {exp [FAV50X0, 1)}

1 71'2)\2K2
< / dt exp( ) ,
0 2

and the conclusion follows. O
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Chapter 2

High-dimensional regression and
Lasso

This chapter is based on Rigollet and Hitter |2017 and Wainwright (2019)).
Let #* € R? be an unknown vector of parameters. Our observation model is the
following
y=X0"+e¢, (2.1)

where we observe the vector y € R” and the matrix X € R™*? whereas € is an R™ noise

vector. Our standing assumption will be that € = (e, ..., €,) where ¢; is centred, o2-sub-
Gaussian for some o2 > 0, and this will allow us to use the machinery we developed in
Chapter 2.

We will frequently distinguish between fized design, where X is deterministic, and
random design, where X is random. We first consider fixed design.

2.0.1 Warm-up

In classical linear regression one considers the setup where d < n. There the typical
approach is to use Ordinary Least Squares that is attempt to recover 6* by solving the
convex minimisation problem

. n d 2
05 := argmin (y — X0)T(y — X0) = arg min Z (yZ - Z Xij9j> . (2.2)
0 0 ;
7j=1

i=1

Since the quadratic loss function is convex we only need to check the first order condition
of optimality:
XTX0S =XTy.

Under the usual assumption that X has full rank, that is its columns are linearly in-
dependent, it follows easily that XTX is positive definite. To see why notice that for
any vector v € R?, Xv is a linear combination of the column vectors of X and is thus
non-zero unless v = 0. This implies that vX T Xv > 0 for any non-zero v and that X TX
is invertible and thus we can write the solution as 6“5 = (XTX) ™1 Xy.

All of the above, depends crucially on the assumption that X has full rank. In fact,
this can only happen if n > d.

When d > n the solution the first order condition is still the same, but we can no longer
hope to find a unique solution since the linear system in is now under-determined.
Instead we will get a linear subspace of solutions. To select one we may to impose an

12
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additional criterion, or some form of reqularization; e.g. we may ask for the solution of
(2.2) with the minimum norm, that is the solution to the regularized problem

min |03, XTX0 = XTy.

It turns out that always exists and is unique and is known as the Moore-Penrose
inverse denoted by (X TX)T.

So let us now see how the performance of the least squares estimators changes with the
dimension. At this point we should point out that there are different ways of measuring
performance. In particular one may be mostly interested in recovering the vector 8* or in
predicting the value of the response variable from the values of the independent variable,
that is the prediction error.

As motivation for what’s to come we first consider the prediction error. We will focus
on the Mean Squared Error(MSE) of the prediction that is

A A XTx .
MSE( HLS) 7”X9* - X9L5||2 _ (9* o QLS)T (0* - HLS).
n
First of all notice that since 85 solves (2.2) we have that
ly — X813 < [ly — X0%|| = [|€°], (2.3)

and that A
ly — X053 = [| X (0 — 07)]|5 + |le]|3 — 26" X (6% — 0%),

whence we get that

—0%)

) * ) * ) * (
IX (6% —6%)]5 < 26T X (6 —6%) = 2| X (8> — 6 )HA—
| X (05 — 67|

and after simplifying
T ALS _ px
HX(@LS -0 < QEXEH—H)‘
| X (6% — 67|

There are two issues here; first LS clearly depends on ¢, and second the right hand side

also depends on the unknown 6*.
One way around this is to consider the worst case scenario, that is to use the bound

) sup  elw=2ele = ||e]2. (2.4)

(@S - ) <25 X020
[ X (655 —0%)|| — verm:fjv]|=1

Since € is a o2-sub-Gaussian R"-vector we know from Theorem [5 that for some uni-
versal constant ¢ > 0 we have

Elle3) = 3" El€] < co®n.
From this we conclude that
E [MSE(X0'S)] < 2¢0%" = 2¢0”.
n

The question is how wasteful we have been, in particular in (2.4)) when we took the
supremum over the [2-ball in R™. Thinking about it, we have implicitly assumed that
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Im(X) ={y € R": y = Xv} is all of R", which is equivalent to X having rank n. What
happens when the rank of X is lower than n, say r? Can we use this to get a better
bound? The answer turns out to be positive.

Suppose then that Im(X) is r-dimensional. Let {e;;i = 1,...,n} be the standard
basis and let {h; : ¢ = 1,...,n} be an orthonormal basis such that the first r vectors
{h; : i =1,...,r} form an orthonormal basis of Im(X). That is any element of Im(X)
expressed as a column vector in the H basis has its last n — r elements all zero. Let
hj =30 hé‘;ek, define the row vectors h; = (h;-)?zl and define the matrix

hi
ho
0= . ’
hn
that is the matrix with rows equal to hi,...,h,. Then for any v € R", of the form

v =}, aje; the vector Oa allows us to express v in terms of the H basis. In particular,
by definition of O we have P,OXv = OXwv for any v € R", where

1, | O
ho (X0
" ( O |0
Also, since H is orthonormal, an easy calculation shows that O must be orthogonal

and in particular for any vectors v,w € R, we have vTw = (Ov)T(Ow).
Therefore going back to our calculation we have, since for any v, ||Ov|| = ||v|| we have

) Ty (ALS _ p* T LS %
X0 — )| <25 X020 _,(09TOX (@ —07)

IX(0S —0%)[| ~ lOX (0 — 67|
_ 2(Oe)TPTOX(9LS -0 _ 26TOTPTOX(§LS —6%)
[1POX (0% —0%)| [1POX (0% —0%)]

eTOTPTP.OX (65 — 6%)
I1P,OX (65 — 6+)]|

< 2| PO,

where the last inequality follows from the Cauchy-Schwarz inequality.
Assume € = (e1,...,€,), where ¢; are independent mean-zero, o?-sub-Gaussian vari-

ables. Then we can write (Oe); = (Zzzl hfej) and therefore

€ [12,0cl) [z (zh)]

S S Efaal = X SR = 3 (00N

J=1lk=11=1 Jj=1k=1 k=1

using independence and the zero mean property.

In the scenario where ¢ ~ N (0,01,) we can go even further and conclude that P.Oe
is a o2-sub-Gaussian vector in R”; since O is orthogonal, Oe ~ N(0,021,,) and therefore
P,Oe ~ N(0,0%1,). Therefore in the case where ¢ ~ N(0,01,) we can prove that for
some universal constant ¢ > 0, with probability at least 1 — § we have

oo rank(X) + log(1/9) .

n

MSE(X§-°) <

14



We will now see that we can get similar control in the general case where € is centred
o2-sub-Gaussian vector in R™.

To proceed recall that we are trying to control €' X¢/|| X ¢||, where Im(X) is r-
dimensional. As before write H = (h);_, for an orthonormal basis of Im(X) where
we can express the vectors h; in the standard basis as

n
[hl-:thek, iZl,...,T.

For i = 1,...,r define the column vectors ¢; = (h},...,h")T and let ® be the n x r matrix
® = (¢1,...,0,). Notice that (®T®);; = (h;,h;) = &;; and that for any v € Im(X) we

have
v = Za][h = Za] Zh ey = Z (Zaﬂzﬁ-) ey
j=1 k=1 =1 \j=1
Therefore we have that for any v € Im(X)

[vln = [v]E,

where for any basis K, [v]x denotes the vector of coefficients of v when expressed in the
basis K. In particular, any v € Im(X) can be written as ®v for some v € R".
Therefore, for any ¢ € R", there is some v € R” such that
e'X¢p v (PTew) (®Te,v) (®Te,v)

Xl llovl (v, dv)/2 — (@TRv, )12 v

since ®'® = 1, and v € R".
Next for v € $"~! we can always write

E exp [A(u, <I>Te>} = Eexp [\ Du, €)]
and since ®T® = 1, we have that for any u € $"! we have
[@ul® = (Pu, Pu) = (T Pu, u) = [|ul|* =

and therefore ®u € $"~!. Since, ®u is a unit vector, and by assumption ¢ is a o2-sub-
Gaussian random vector in R”, by definition we have that (®u, €) is o2-sub-Gaussian and
therefore

E exp [A(u, <I>Te>} = Eexp [A(Pu, €)] < exp <A2202> .

Since this holds for any u € $"! we conclude that ®T¢ is a o2-sub-Gaussian vector in R”
(where as € is in R").
Thus, finally we have to consider

T -
e X¢ (€,v) N

< <  sup (&)
X0l = vesr— VIl ~ verrop<t

where € is o2-sub-Gaussian in R”. The conclusion comes from the following theorem.

Theorem 7. Let X be a o%-sub-Gaussian vector in R?. Then for any § > 0, with
probability at least 1 — § we have

sup (0, X) < 4ovd + 204/21og(1/9).

6eBZ(0)
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Proof. The idea is quite common for controlling suprema and is the following; let N' C
B{(0) be a 1/2-net of B¢(0), that is N = {1,.. e B{(0) and for any = € B¢(0),
mingenr [z — y| < e. In particular By C U.en By j2(2)-

Then we can write

sup (0, X) <sup{(z+y, X):yc N,z € By)5(0)}
e B1(0)
< sup (2, X)+ sup(y, X)

2€B1,(0) yeN

1
=— sup (z,X)+sup(y, X),
z€B1(0) yeN

and rearranging we obtain

sup (0, X) < 2sup(y, X).
9631(0) yeN

Thus we have reduced the supremum over an uncountable set to a maximum over a finite
set of size N. We know that for each y € B1(0), (y, X) is o%-sub-Gaussian, and we can
control the maximum of, possibly dependent, sub-Gaussian variables, very well using a
union bound, as in Lemma In particular we know that

P[2 sup (y, X) > t] < |N]e /8",
yeN

We now have to control N. Again the argument is classical. We construct an efficient
e-net with the following algorithm: initialise N := {0}, X := B1(0) \ U,en Be(z). While
X # () choose a point in X and add it to /. By compactness, the algorithm will eventually
terminate at which point for any z,y € N we have |z — y| > e. Therefore if we replace
the e-balls with ¢/2-balls they will be disjoint and will satisfy

Uzen'Bej2(2) C (1 + §)B1(0).

Computing the volumes of the above sets we obtain
(1+ 5)™Vol(B1(0)) = Vol (1 + 5)B1(0)) > Vol (UyenBeja(y))

yeN

using the fact that the €/2-balls are disjoint. Rearranging we obtain

14 ¢/
6/2

M < (FEE) < a0,

and choosing € = 1/2 we have || < 6.
Going back to our union bound, we want to ensure that
P[2 sup(y, X) > t] < |./\/’\e_t2/802
yeN
< 6deft2/802 < 5
2

t
352 > log(1/6) + dlog6,

which is guaranteed if we choose t = /802 log(6)d + 20+/21log(1/J). O

16



Going back to our estimation of the mean squared error, since

T LS _ p*
MSE(X0S) = L) x0* = x4ts|2 < 1€ XO> =67
n n{| X (0 —6%)]]

we conclude that with probability at least 1 — ¢ we have

0.2

MSD(X0) < — (r +log(1/6)) .

n
Recalling that » = rank(X), we summarise what we have done so far we have the
following result.

Theorem 8 (OLS for fixed design). Assume the model (2.1)) holds, where € = (&), is
o2-sub-Gaussian random vector. Then, there exists a universal constant ¢ > 0, such that
the least squares estimator satisfies

E [MSE(X4'S)] < cram;()()oz,

and with probability at least 1 — § we have

grank(X) +log(1/0) .

MSE(X 0% < co
n

Notice that in the case where n > d and rank(X) = d we can also control the recovery
error in Iy, using
Amin(XTX)[|05 — 6*|2 < MSE(X0-3).

Although controlling the prediction error is easier than controlling the recovery error,
we can already feel the effect of the dimension; in this case it is the dimension of the column
space of the design matrix X. In a sense this dimension controls the expressiveness of
model as it controls the dimension of the right hand side.

Example 6 (Gaussian sequence). One example where this bound is actually tight is a
finite dimensional version of the Gaussian sequence model, that is observations of the
form

yi=vnl +e, i=1,...,n.

Here clearly n = d and the design matriz takes the especially simple form X = /nl,.
Here clearly 05 = n=12y. One can then easily see that

A . L
1X (0% =673 =

which is Q(1) for all n.

So we can see that when d > n, even the prediction error can be quite large. We will
see in the next section that the only way to make any progress in this case is if we impose
some additional structure. Sparsity is the most common choice.

17
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2.1 High-dimensional models and Sparsity

Despite its simplicity it is worth considering the deterministic linear model y = X6*.
When d > n then it defines an underdetermined linear system which then has a linear
space of solutions. In particular there is no way of obtaining any meaningful information
about #*, unless we impose some additional structure. This structure can often be in-
troduced in the model in the form of a constraint. Before proceeding we introduce some
standard notation.

Notation. For a vector v € R? and q¢ > 0 let ||v||, denote the norm |jv|l, = %, |lvi]|9,
l, the normed space (R4, || - ||4) and By(t) the l,-ball of radius t > 0, that is By(t) := {v :
[vllg < t}. For g =0, we define ||v]jo := 3°; L{v; # 0}, which is not a norm but counts
the number of non-zero entries of v.
Suppose for example that we knew a priori that the solution 8* belongs to some set
K; K could be the set of k-sparse vectors, i.e. By(k), or By(1) for some g > 0. Then we
could rephrase the problem as follows for example:
f = argmin |jy — X0|3. (2.5)
PeK
Let us first consider the case where K = B;(1) and 6* € K.
Notice that since we assume 0* € By(1), the inequality holds and thus we again
have o ALS
M <2 sup € X(v—w).
I X (0% = 0)I| — vweBi(1)
First notice that if v,w € Bj(1) then by the triangle inequality v — w € B;(2) and thus
by linearity we have

1X (65 —6")]3 < 2

[ X(A5-09)3<2 sup € Xov' <4 sup e Xv' =4dsup{e' Xv:v=1xe;,j=1,...,d},

v'€B1(2) v'e€B1(1)
where we used the standard fact that a linear form over a convex set is maximized at
an extreme point, and that the extreme points of By(1) are given by the standard basis
vectors and their opposites (compare with Ba(1). This has reduced the supremum from
an uncountable to a finite set of cardinality d. Also notice that if the column vectors
of X are given by X = [X,---,X,], then by Lemma m the variables ! X; are
| X ||302-sub-Gaussian. Thus using Lemma we have that

X 4 X,
E [MSE(X4)] < domax; [ Xslle /5 1ou(2a),

n
and for any ¢ > 0 we have

ALS T —n*t? )
P [MSE(X@ ) > t] <P ngigj e Xv> nt/4} < 2dexp (1602 max; | X123/
In particular if the design matrix is normalized such that max; || X,|l2 < v/n, then we
have concentration at rate n.

Similar results hold if we let K = By(k), for some integer k. However, there are
computational issues with that choice, since to solve the problem one needs to compute
a very large number of LS estimators, in particular ;4C%, one for every possible choice of
support.

So it seems that indeed, additional structure can get us improved results. But we
have cheated. Typically, one will not know a priori that 6* belongs to Bi(1), or that
it is k-sparse, so we need methods that will automatically adapt to the structure of the
problem.

18
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Regularization

As we mentioned in the last section if we know that 6* belongs to some set K then we
can use this information to obtain sharper rates. Two particular cases of interest were
K = Bi(1) and K = By(k). We saw that in the former case, under some additional
assumptions on the normalization of X we can get much better rates by making use of
the additional structure. The issue however is that typically we do not know that, for
example, 8* only has k non-zero entries. We may have reason to believe that it is sparse,
but we need a methodology which does not need a priori knowledge of k, but rather
adapts to it.

In this case instead of we may modify by adding a regularisation term that
essentially penalises parameters with high [y norm, that is one could consider

A 1
0 e argmin {2 ly — X003 + Alolo, | (2.6)
9cRd 2n
where A is a user-set regqularisation parameter.
Before we embark on our task however, it is quite interesting to first consider the

noiseless setting, that is the model
y = X0%, (2.7)

and try to understand when it is possible to recover 6* exactly. To be more precise
suppose that we know that 0* is sparse, say k-sparse, where k < d is unknown. Then we
could try and solve the underdetermined problem by adding a regularisation term.
That is let us try to solve the minimisation problem

in [0]lo, X0=uy. 2.8
min, |6 y (2.8)

A solution to this would automatically give us the sparsest parameter 6 solving ([2.7))
without assuming a priori anything about the sparsity of 6*.

2.2 Recovery in the noiseless model

Although directly controls the sparsity of the parameter, the loss function in the
above problem is non-convex which makes our task quite hard. One would have to search
all subsets of {1,...,d} and attempt to solve restricted to that subspace. The
computational cost grows exponentially in the sparsity parameter k.

So we may instead consider a convex relaxation of by replacing the || - ||o regu-
larisation term with a convex one

in 0], X0=uy, 2.9
mnin, {|6]y y (2.9)

Chen, Donoho, and Saunders (1998).
Notation. For any integers k < n, let [k:n]|={k,k+1,...,n}.

The first question we will attempt to answer is whether (2.9 recovers the solution of
(2.8)). That is suppose that y = X60*, where

0; #0,j €S Cll:d], 0;=0,j €S =[1:d\S&5.
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To understand when solving (2.9)) will give us the solution of (2.8) we need to first
think a little bit about the space of solutions of X6 = y. We know that #* is a solution,
so the space of solutions will be given by

S(X,y) :={0cR: X0 =1y} =0+ ker(X),

where ker(X) is the kernel of X.

Since can restate as minges(x y) 0|1 it is clear that will recover the solution
of only when 6* is the minimal element of S(X,y) with respect to the || - |[; norm,
or in other words, for any v € ker(X) we have

16% +vllx = [|67]]-

In order to visualise the situation (see also Figure consider B(]|0*||1), that is the
l[1-ball with 8* on its boundary. Notice that since 8* is sparse, it will necessarily be an
extreme point of B(||0*||1), that is one of the "corners”. Then will correctly recover
0* if and only if 6* + ker(X) only intersects B(||0*]|1) at 6*.

Notation. For v € R? and S C [1 : d] we write vg for the vector with entries (vs); = v;
if i € S and (vs); = 0 otherwise.
We define the following subset
C(8) = {v e R« [luse|ls < [lvs]l1}.

We are now ready to have a closer look at Figure where d = 2, 0* = (0,1), and thus
its support is S = {2}. The shaded region in the figure represents C(S). We can see that
there will be a unique solution if and only if 6* + ker(X) does not intersect the I; ball
with 6* on its boundary. Equivalently, by shifting everything by —8*, we can see that we

S = {2},5° = {1}

Figure 2.1: Here S = {2}. The gray shaded region represents C(S). The green shaded
region is B(]|6*||1).

can recover 0* if and only if ker(X) does not intersect the gray shaded region which is
precisely C(S).

As we can see this property refers only to the kernel of X and the support of the
vector.
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Definition 7. We say that the matrix X satisfies the restricted nullspace property
with respect to S C [1:d], if C(S)Nker(X) = {0}.

Summarising the previous discussion we have the following result.
Theorem 9. The following are equivalent:

(a) For any vector 0* supported on S C [1:d], (2.9) has a unique solution 0*.

(b) The matriz X satisfies the restricted nullspace property with respect to S.

Proof. (b) = (a): By assumption X6* so we need to prove that any other solution ¢,
has norm [|0'||1 > ||6*||1. Let us write ¢’ = 6* + v, where v € ker(X); by (b) it must be
the case that ||vge|1 > vg|[1. Finally, recall that 6* is supported on S, and thus by the
triangle inequality

1071y = 116" + vlls = [105e + vse [l + 105 + vslh
= llvsells + 1105 + vslly = |05l = llvslls + l[osells = [[67]]1-

(a) = (b): Suppose that 0* € ker(X), 0* # 0. Then X6* = 0, and thus
X[0%,0]T = X[0, —0%]".

But this means that the vector [0, —f%.] solve the problem X6 = X[6%,0]. Since by (a),
(2.9) must recover 6% uniquely, we must have that ||fs||1 < ||fse]]. O

Sufficient conditions for restricted nullspace property

For the restricted nullspace property to be useful we need checkable sufficient conditions.
First we should develop a little intuition.

Let us first think about what it means for a vector v = (v1,...,v4)" to be in ker (X);
by definition Xv = 0, and since Xv = Z?Zl v; X, where X;,j = 1,...,d are the
columns of X, the condition Xv = 0 for v # 0, implies that the columns of X are not
linearly independent. Therefore one obvious condition we could impose to ensure that
ker(X) = 0, and therefore that the restricted nullspace property holds for all S C [1 : d]
would be to require that the columns of X are linearly independent; one can see that this
requires that d < n so it restricts the dimension of the model. If the columns of X are
linearly independent then by transforming the model , we can actually assume that
the columns are orthonormal, that is (X, Xj) = 0, , where for two vectors v, w € R we
write (v, w) for their inner product.

In fact when we consider the noisy model it will be convenient to change the
normalisation of the problem so that the corresponding assumption would be the following
condition known

1
ﬁ(X]7Xk> :n5j7k, j,k’,: 1,...,d. (210)

However, as we mentioned before, this is quite restrictive as it can only hold for d < n.

One way around this problem would be to allow to fail in a controlled way.
That is we could require for the colums of X to be almost orthonormal. This leads us to
the following definition.

Definition 8 (Pairwise incoherence parameter). For a n x d-matriz X, we define the

pairwise incoherence parameter as

dpw(X) :=  max !

jk=1,....d E<Xj’Xk> Ok
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The pairwise incoherence parameter allows us to quantify the degree to which (2.10))
fails to hold.

Let us now see how we can use the pairwise incoherence parameter to check the
restricted nullspace property. Let S C [1 : d], with |S| = s and suppose that dpw (X) <

v/s. Also let Xg = (X ;)ijes. Suppose that X is an eigenvalue of X:ngg/n. Then for
some w € R*

(1X§X5—11>w:(A—1)w

n
ot
A= 1fwllz < || =X Xs — 1)) [lwllz
n 2
ot
< | =XsXs— 1| w2 (2.11)
n F

where for a matrix A € RF*¥ the ly-norm is defined as
A2 := supw € R* : [|w||s = 1]| Awl}s,

and the Frobenius norm ||Al|f as

k
JAlle = 3 A%,

1,j=1

We also used the standard inequality ||All2 < ||Al|r which follows easily by checking the
inequality for any v = > vje;, with 3° c? = 1. Thus continuing from (2.11)) we have

1 2
AP Y (R X)) < [SPew(X)? <
5,keS

From this we easily deduce that if 7 € (0,1) we must have 1 — A <« and therefore that
A>1—v>0.
This implies that for any 8 € R% we have
XIXg
n

05 bs > (1= )osl3,
which after rearranging and noticing that || X gf0gl||e = || X 0s]|2, implies that

1 +XTX
Os
I—7

Now, suppose that 6 € ker(X). Thus Xfg = —X6ge. Therefore

13 <

0.

1 XTx
[CIE: g

IN

s

since Hgﬁgc =0

1 HXTX
“1—7 n

= Lo ll0s][110s¢ 11
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<

X .
1= 75PW( MOsll[0se]l1,

where ||Alls := max;j |4;;|. Finally, using the {1 — lo inequality we have that [|0s]|? <
|S|||0s]| and thus continuing from above

1
-

g
101 < sllbsl < s7——~ll6se ]

7
161l < T——ls¢[1-
L=y

We have essentially proven the following result.

Proposition 2.2.1. If for some integer s we have

1

<
dpw(X) < 35’

then the restricted nullspace property holds for all subsets S of cardinality at most s.

2.3 The Lasso estimator

We have developed some intuition about the way the design matrix X and the parameter
f* must interact for to recover the solution of in the noiseless setting.

We now return to the noisy setting of Model . We aim to look for sparse solutions,
but instead of considering we aim for its convex relaxation

~ 1
- € argmin { ol — X013+ Aol | (2.12)
perd (2N

known as the Lasso estimator, Tibshirani (1996]).

We will first analyse the Lasso estimator without imposing any structural assumptions
on the design matrix. We will then see how controlling the pairwise incoherence parameter
of X can allow us to get better rates.

2.3.1 Lasso-minimal assumptions

First we attempt to bound the means squared error of the Lasso estimator assuming only
that the columns of X are normalized so that max; || X3 < n. Recall that

Iy — X683 = | X0" + e — X603
= [1(6" — 8)3 +2(e. X (0" — %)) + [lell3

and thus R R R
1 X (6% — 695 = 1Y — X055 — 2(e, X (6" — 6“)) — [|e]l5- (2.13)

Directly from we obtain
%HY — X043+ 27)104)3 < %HY — X073 + 276"y
which combined with gives us
1X (6" — 0513 < 2(e, X (8" — 07)) + 207 (/107 — 1|6“]1)
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<2XTe, 0% — 2070 1 + 2 ((XTe, 0%) + 7|01
<2 (X Telloe —n7) 18"]1 + (|1 X Telloo + 1) 1671

A combination of a union bound with Lemma [1.3.1] gives

t
-
PlIXTeloo >t] =P qu?_)id@,xj-) > t} <d max Pl(e, X;) > 1] < 2dexp (—W> ,
where we used the assumption that max; || X;||3 < n.

We want the probability of this event to be smaller than 6 > 0 say, which can be
guaranteed by letting

t= a\/inog(Qd) + 0\/2n log(1/6).

If we then choose the regularisation parameter 7 to be such that 7 = t/n then we have
that with probability at least 1 — § we have

R

ALY (12
MSE(X ") := llz < 47)16%);.

We have just proven the following result.
{thm:lasso_slor

Theorem 10. Suppose that (2.1)) holds and let 0\ the solution of (2.12) with

r= g\/g <\/10g(2d) + \/log(1/5)) .

Then with probability at least 1 — § we have

MSE(X ") < \\G/jh (\/21 0g(2d) + /2 log( 1/5))

We can see that if we only assume that max; || X2 < v/n, we get a n~/2 rate.

2.3.2 ORT, thresholding and faster rates

Although we seem to have attained the n~"/? rate almost for free, it is quite interesting
to revisit the Gaussian sequence Example @ Recall that there n = d and X = /nl. In
this case (2.12)) becomes

1
aregmln [Hy X0|5+7)0]1- (2.14) {eq:sft_gaussi:
E n

By multiplying (2.1)) by X T/n the model now becomes
1

Y= =-XTy=0"+¢
n

where & = (£1,...,&,), with & independent and (0% /n)-sub-Gaussian. Then notice that

1 1 2
Ny = X013 =|-XT(y— X0)| =]y -0
Sy - X0 = L X7 = Iy =13
whence (2.14]) becomes
d
argmin (|l — 013 + 2 6]1] = argmin 3 [(4] — 6:)% + 27/6:]
GE[Rd 917~~~7'9d i=1
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d
= Zargmln [(y; — 0;)> + 276;]] .
i=1 0150a

For positive 6; this becomes

07 — 2910 + yi* + 270; = 07 + 2(7 — y})0; + v,
which is optimized at y, — 7, whereas for negative ¢; this is

07 — 20'0; + yi* — 270; = 67 — 2(T + y))0; + v,

which is minimised at 7 + y}. Therefore if y} > 7, 6; = y; — 7, and if 7 +y; < 0, that is
y; < —7, 0; = y; + 7. In the case where lyi| < 7, we have in either case no solution so the
function is minimised at the boundary, that is 8; = 0.

We can summarise this as

05 = T(y)), i=1,....d,

where we used the soft thresholding function

T:ft(x) — sign(:z:’)(|:n| - 7—) if |l’| Z T,
0 otherwise.
Let
8log(2d/0)

T =Ty = EE—

and define the event A := {max; |¢;| < 7/2}. Since each &; is (02/n)-sub-Gaussian we get
that

Cc T2
P[A°] < 2dexp <—n@> <.

On the event A, we can thus estimate

2
T (yi) — 0;

||95ft _ 0*||2 -

7j=1
d
= [z 6 -7 —0p)

.
[y

10 < T}<9*+@+7_e*>—ﬂ{|yz|<T}|9*|}2

'M&

<
Il
—

|14y > 7H& = 7)

2
+ 1y, < —7HE+ 1) — LIyl < 107 ]

M&

>~ [2r1iluil = ) + 10uf] < 6]

<.
I
-

Also notice that on the event A it easily follows that \yé] > 7 implies that

> &1 = €5 + 671 = 165,

(N
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whence we obtain [07] > 7/2, and |yj| < 7 implies that 07| < 37/2. Overall we thus
obtain

IA
M&

2
15— 072 [Qﬂlﬂeﬂ > 7/2} + 1{|07] < 37/2}16]]

<
Il
-

[4min{|¢%], 7/2}]?

IA
M&

<
Il
-

. 2 T (12,2
16 min 1[0 I < 4)10*||gT

o o8log(2d/d) _ 32[|6*||3o? log(2d/9)
n

IA
M&

<.
Il
-

< 4|07 (5o

n

Also notice that by construction the support of 8% is contained in the support of 6*, and
that with probability at least 1 — 4, if 07 > 37, /2 for every j in the support of 6%, then
the support of 6% matches that of 6*.

Notice that we can get a similar rate for the mean squared error of the original model
(2.1) under the assumption . Indeed if XTX /n = 1, then by multiplying the model
y = X0* + ¢, where ¢; are independent o?-sub-Gaussian, by X T /n we obtain

/:XTy

y =0"+¢,

where ¢ = X Te/n. Notice that & = (&,...,&,) where the & are (02/n)-sub-Gaussian,
although no longer independent. However, notice that all preceding calculations did not
use independence at all, since we only relied on union bounds and the sub-Gaussian
properties of the individual noise components ¢;. Since under assumption the MSE
of 5% for model is given by

+XTX
n

MSE(Xesft) — (0* _ Hsft) (9* _ esft)7

we thus conclude that similar bounds hold.
We thus have the following result.

Theorem 11. For the observation model under the assumption (2.10)), with proba-
bility at least 1 — §, we have

- 32/16" |30 log(2d/3)

MSE(X 6°%)
n

where 05 is the soft thresholding estimator with threshold

When discussing exact recovery in the noiseless setting we saw that we could actually
make progress by using the pairwise incoherence parameter to quantify the extend to
which (2.10) failed. We will now see that this is also the case for the Lasso estimator.
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2.3.3 The restricted eigenvalue condition

In the last Section we saw that under the assumption we can obtain n~! rates
for the prediction error of the Lasso estimator, which in that case takes the special form
of the soft thresholding estimator 5. On the other hand, under only the normalisation
assumption that max; || X2 < v/n, in Theorem [10| we were able to obtain the rate n=!/2.

We will now attempt to obtain the n~! rate without assumption . In the noise-
less setting we saw that the restricted nullspace assumption was crucial in general for
recovering the truth 6*. In this section a similar, albeit stronger condition, will prove
extremely useful. Before we introduce this condition, we need some notation. For a > 1
and S C [1: d], we define the set

Ca(S) :=={v e R : uge|r < affvs|}.
Notice that for C;(S) coincides with the set C(.S) used in the restricted nullspace property.

Definition 9 (Restricted eigenvalue condition). The matrixz X satisfies the (k, a)-restricted
eigenvalue condition (RE) over S C [1:d] if for all v € C4(S)

1
ol < =1 X0l

{thm:lasso_fas1
Theorem 12. Suppose that (2.1]) holds with 6* supported on S C [1 : d], where € = (&)1,
with €; 02-sub-Gaussian. Suppose in addition that X is normalised so that max; || X2 <
Vnand that X satisfies the (k,3)-restricted eigenvalue condition with respect to S. Let

0\ solve [2.12) with
o 8a2log(2d/9)
T

Then with probability at least 1 — 0

* 2
MSE(X A\ < 24||6*[Joo”* log(2d/)
RN

Proof. Define the event
1
A= { max —(Xj,e) < 7'/2} .
J

i=1,..dn
Notice that
2,2

n’r nr2
P(A%) < 2d (— )<2d <—><5,
(A%) < 2dexp 802 max; ||X]||§ = S0Cxp 8g2/) —

since by assumption max; | X,||2 < v/n, and the ¢; are o2-sub-Gaussian.
To ease notation let

1
L(0;7) := La(6;7) = oIy — X013 + 1911,

and let’s write A := §- — 6*.
Since y — X0 = —X A + €, we get

L1 el , s
LY 7) = 5 XAIR - (XA, ¢ + 12 .

1
n
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Note that by definition of 0 we have that
. 1
L(6%7) < L(9%57) = o llells + 7107,
n
which after re-arrangement gives

1 1 R
0< oI XAIS < (XA e) 47 [[167]x — 18] - (2.15) {eq:fund_lagras
Since by definition 6* is supported on S we have that
6% = 1651 = 16511 — 1105111 = 105cll = 116511 — 165 + Asllt — [[Aselh
< 105l — (05l — 1Asll1) = |Asellr = [Aslls = [[Age]]s

Thus continuing from (2.15)) we have
1 2
0< LixalE < 2xTe ) +2r (Jaslh - a5

X, €
<2alh max BEENpor (agh - jasi)

=1,...,

and on the event A
<73 Asllt = |Ase|l1)-

This implies that on the event A, the error vector A belongs to C3(S). Thus, continuing
from above

[ X All
vV KT

by the l; — l2-inequality and the assumption that X satisfies the (x,3)-RE condition with
respect to 5. Rearranging the above we finally get

1
EHXAH% < 37[|Aglli < 37Vs||All2 < 37/ (2.16) {eq:fast_rate_:

1
THXAHQ < 37'\/?, (2.17) {eq:fast_rate_:
n K

whence we conclude that

* 2
MSE(X (9L < 24107 lloo” l0g(2d/0)
RN

Remark 2.3.1. comment about necessity of RE condition?

2.4 Bounds on [y-error

So far we have mainly discussed the prediction error, that is error incurred when using
our estimator 6 to predict the response vector y for a fresh instance of the noise vector.
However, one may be more interested in inference for the parameter vector 6* itself. In
this section we will obtain bounds on the Iy error [|6* — 6% ||3.

We will again be making use of the Restricted Eigenvalue condition, and perhaps here
it will be easier to visualise its importance. To simplify things suppose that instead of
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(2.12)) we consider the constrained problem ({2.5)) with K = B;(R), where R = ||0*||1, so
that the truth is feasible. That is we consider the problem

0 := argmin L, (0),
6eB1(R)

where Ly, (-) is the empirical loss
1 2
Ln(0) := 5 lly — X0ll3.

Notice that 6 above is a minimiser of the empirical loss, whereas 8* by definition minimises
the population loss, that is

L(0) == E [lly — X03] = E [IIX (0" — 0) +€ll3] .

When the sample size n is large, one would expect that the empirical and population
errors should be close, and therefore that #* should almost minimise the empirical loss;
that is one would expect that Ly, (0*) =~ L,(#), and indeed this is what we observed in
the last section. When does | Ly, (6*) — L, ()| being small also imply that |#* — 6| is also
small? The reverse situation is probably easier to parse: can we have |§* — 0 | large and
|Ln(6%) — L, ()] small? The answer is of course yes, when L, is flat. In the opposite
direction, if f is strongly convex, that is we have

(o) = f@) + (Vf(2),y - 2) + £y — 2]z,
for all x,y, «* is a minimiser, whence V f(z*) =0, and f(z) — f(z*) <, then
kll’ —2*|3 < f(2) - f(z*) <e,

concluding that |z’ — z*||3 < ¢/k.

Although the quadratic form of the loss may raise some hope that L, is indeed strongly
convex, a more careful examination shows that in the high-dimensional case that is of
interest to us this is impossible. In fact, the loss will be completely flat along any direction
in the nullspace of X and the nullspace is certainly non-empty when d > n. Therefore
in the high-dimensional case, there is only hope of ||0* — 0||3 being small if 6* does is not
too aligned with the nullspace of X. The restricted eigenvalue condition quantifies the
above intuition.

Example 7. Consider the following simple scenario. Let d = 2 and n = 1 and suppose
for simplicity that X = [1,0]. Thus we have a single observation given by

y=X[07,05] +e =067 +e

We are trying to infer 6. Clearly there isn’t much hope in recovering any information
about 5. Suppose first that 0* = [1,0], so that S = {1} and X satisfies the (k,3)-RE
condition: let v € C3(9), that is 3|vi| > |va|. Then

IX0[|3 = vi = (1 - €)vf + ev

=
€
> (1= vl + gy > sflos,

where k := min{(1 —€),€/9}.
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Let 0 solve (2.12). Then notice that
(y = X0)? + NIl = (1+ ¢ —01)% + A|0a] + A|6a],

which is clearly minimised at 6 = [14+¢e—\/2,0], so that the prediction and l2(squared)
error are both given by (e — \)2. In particular for a small reqularisation parameter \ and
small var e, both errors will be small.

Now, suppose that 6* = [0,1], so that X no longer satisfies the (k,3)-RE for any
k> 0. Then y = € and thus

(y = X60)” + M8l = (¢ —02)% + Af1| + A,

which, at least for small enough X is minimised at, = [0,e — \/2]. Now notice that the

prediction error is then
IX (6" = 9)[3 =0,

. A\ 2
o~ 8= (1-c+2) .

where as the la-error is

which is much larger.

Theorem 13. Under the assumptions of Theorem with probability at least 1 — & we
have

N 2

n

Proof. The proof is essentially contained in the proof of Theorem Recall just before
(2.16) that on an event A of probability at least 1 — d, the error vector A = - — §*
belongs to C3(S). Therefore from (2.17) and the (x,3)-RE condition, we conclude from

1 [1S]
Alls < — | XAl < —.
\/EH H2 = \/ﬁH ”2 <3r K

2.5 Random design

So far we have studied the fixed design case under assumptions like the restricted nullspace
or restricted eigenvalue condition. Now we will show that for certain random designs,
mainly Gaussian, these conditions hold with high probability. The results will be based
on a few auxiliary results, most importantly some comparison inequalities for Gaussian
processes.

Lemma 2.5.1 (Interpolation). Suppose X ~ N(D,%%) and Y ~ N(O,%Y) are inde-
pendent Gaussian vectors and define their interpolation

Z=VtX+V1-tY, telo1].

Then for every smooth function f we have

d 1 & 9?
! Elf(Z:)] = 21‘,]2::1 (Efgf - 235) E |:8.’Ifj8xif(Zt):| -
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Before proving the lemma we will an auxiliary result which is a multivariate form of
Stein’s lemma.

Lemma 2.5.2 (Multivariate Stein’s Lemma). Let X ~ N (O,X). Then
af
Tj

for any function f for which both sides make sense.

Proof. We can write X as X = X/2¢, where ¢ is a standard normal vector. Then we

have

ZE”Q €k (2172€)]
= Z S E{E [ f(=2%) | €]}

and applying Stein’s lemma on the function & — f(X1/2¢)
g leleronic )
reltn]
- Z[E {axj } ZZW 3
- Z[E {amj } Zij:

where we used the fact that by definition of the square root of the symmetric matrix 3,
we have 3, S17%}/% = 3 O

Proof of Lemma[2.5.1 We can easily see that

i EU@0) = Y E [ s )

f(z
tdt

:;;{ Fvix + i) (S - 1)

:;z::gEX[E[aa FVIX +VT=7Y)]
_;JZ:;:EYE[@ o JVIX +VI=iY)]

-5 (- o) B [ ).

O]

We next start present the first Gaussian comparison inequality, due to Sudakov and
Fernique.
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Theorem 14 (Sudakov-Fernique). Let X, Y be Gaussian vectors such that E[X;] =
E[Y;] = w; for all i, and E[(X; — X;)?] < E[(Y; — Y;)?] whenever i # j. Then we have

E[max X;| < E[max Y;].

Proof. We want to apply the Interpolation Lemma [2.5.1] but the max is not really a
smooth function. We instead first consider a soft-max function given by

folo) = S log e

An easy calculation shows that

0 efwi
8xifﬁ(x) = S B =: pi(x),

92 BePri  BePright;
5 18(0) = 0ij <5 — —
0;0x; Yefri (3 eBwi)

= Béijpi(x) — pi(x)p;(x)],

where the choice of notation obviously hints at the fact that the p;(x) form a probability
vector for each x.

Applying Lemma to fg we thus get

CEs(2)) =5 3 (35 - 28) Elum (2()

After noticing that terms with ¢ = j cancel we can write
d B —
G Es(Z0] =53 (58 - = +53 - =8 + 258 — 25§ Epi (2(1) p; (2(0)))
1<j
=05 (3 ) Eln (2 (20
2

i<j
where

vy = BX 455 —22% = E[(Xi — i — X+ 1)°] = E[(Xi — X;)°] = (i — 15)°
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v =Y 48 - 2nY = E (Vi - Y+ pd)?] = E[(Yi — Y5)%] — (i — )%

Therefore, the assumption implies that 'yff < %}; and thus since p; > 0 we conclude that
E[fs(Z;)] is increasing in ¢ and therefore that

Elfs(X)] < E[fs(Y)].

Letting 8 — oo, the dominated convergence theorem gives us the desired result. O

Theorem 15. Consider a random matriz X € R™? with i.i.d. N'(0,1) entries. Then
there are universal positive constants c; < 1 < ¢y such that

log d

2
1X0]3
n

> 1|03 — co——I0]17, 0€RY,

with probability at least 1 — e~ ™/32/(1 — e*”/32),

Proof. First notice it suffices to only consider 6 € $91. Let g(t) := 2 lo;fdt and define
the event

£ = {X e R™4: inf | X 6]l < - =2 (||9||1)}
pesd-1  \/n 4
Exercise: Show that on the complement of the event £ the desired bound holds.
To complete the proof we have to obtain an upper bound for P[£].
Although we have total control of the I3 norm of ||0||3, since we are in high-dimensions,
its I can actually vary up to v/n. Thus we would like to split the event £ into smaller
events that allow us finer control on the size of ||0]|;. For 0 < r < s let

K(r,s) ={0€ 37 g(I0]1) € [, 5]},

and consider the family of events

X
A(r, s) == {Ki(rifs) H \/%HQ <z - 23}

\V)

Notice that we have the following inclusion

ecafo)u (UA<2H2I)).

To see why let 6 be the vector where the infimum in the event £ is attained. Then 6
must belong to either K(0,1/4) or one of the K (2!='/4,2!/4). In the first case we have
g(||0]]1) < 1/4 and for X € &, we have

| X012 I
7<, -
<2l < =

l\.')\r—t
A~ =

and thus X € A(0,1/4). Otherwise 6 € K(2=1/4,2!/4) for some [ > 1 and then

2l
Z:

X6l
NG

and thus X € A(2!71/4,2!/4).

1—1
< 2><2—<
< 1S

l\.')\}—t
l\D\}—t

29(11611) <

As\}—‘
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Thus a simple union bound gives

-1 9l
P[£] < P[A(0,1/4)] 4—§:P|: (24 ,i)}.

We now bound the probability of the event A(r, s). In fact we will now show that for any
0 <r < s we have ,
[P[.A(T, 5)] < e—n/32e—ns /2.

We can equivalently aim for a high-probability lower bound on the quantity

I = — f —.
(n S) GelKn(r,s) \/ﬁ

Using the variational representation of the lo norm we have

(u, X6) (u,X0>
() == By S g T e

Let’s write X, := (u, X0) for the Gaussian process indexed by (u,f) € $"71 x $¢-1.
Notice that X, 9 ~ N(0,n71).

To obtain this bound we will use the following result from Gordon (1985) which we
will state without proof.

Theorem 16 (Theorem 1.4 from Gordon 1985). Let {X;; :i € [n],j € [m]}, {Yi; :i €
[n],7 € [m]} be two arrays of centred Gaussian random variables such that
E [(Yij — Yix)’]
E [(Yi, = Yix)’]

[(X - X; k)Q] , foralli,j k, and

<E
> E[(Xij — Xur)?],  for any i #1.

Then

E [mln max Y,J} <E {mln maXX,J} .
i€[n] j€[m] i€[n] j€[m]

First notice that if both conditions above hold, then they will also both hold for
(—X;,;) and (—=Y;;). The conclusion of the theorem then holds for these processes too,
that is

E [mln max (—Y; } {mln max ( J)}
i€ln] j€[m I icl) jefm]

< E |min(— min Y; )] <E {mm(— min Xw)}

Li€[n] JE€[m] i€[n] JE€[m]
< E | — max min Y; } { max min X; 7]}
i€[n] j€[m] i€[n] jE[m]
< E |max min YJ} >E {max min X; ,J}
Li€[n] j€[m] i€[n] j€[m]

We will apply the max — min version of the above result to upper bound E[supy inf, X, ¢]
by comparing {X, ¢} with the process




where &, ¢ are Gaussian i.i.d. random vectors in R™ and R? respectively. Let us first
consider the case where the first index is the same, that is

E[(Xup — Xu)?] = E[(u, X (0 — ¢))?]
=2 w0 — ¢)* = ullz)0 = 615 = 116 — ¢ll2-
2,

On the other hand

E[(Yuo = Yug)] = E[{¢,0 - 6)°]
=16 - o3

Now let’s consider the case u # w.

E[(Yip — Yug)?] = E [((u—w,&) + (0 — ¢,¢))°]
= flu—w|l3 + 1|6 — ¢]3.

Next we compute for the process X, ¢ and find
E[(Xuo — Xug)?] = E [((u, X0) — (w, X¢))*]
= E |((u, X0) — (w, X¢))’]
2
E Z Xij(uiﬁj — wiqu))

(uib; — wid;)* = |[ub" — wo' ||

z?]

where || -||f denotes the Frobenius norm of a matrix, that is for A = (as;), [| Al = >,; af o
For two matrices A, B of the same dimensions, we write (A, B)g for the Frobenius inner
product, that is

(A,B)F =Y _ Ai;Byj.
(]
Continuing from above we have
E[(Xup — Xugp)?] < [uf" —wo' |7
= u(0 = ¢)" + (u—w)o'||f
= [[u(@ = &) "Il + | (w = w)p | +2(u(0 = &) T, (u— w)d ")

Expanding the correlation term, after straightforward calculations we obtain
(W@ —¢)7, (u—w)o")r = [lull3(8, ¢) — (u, w)(B, 6) — [ull3l6l3 + (u, w)l|¢lI3

= [Jull3 ((8, ) — 16l12) — {u,w) ((8, ) — 4l|3)
= (lull3 = (u, w)) (0, 0) — 413)

<0,

since, ||ul|3 = |w||3 = 10113 = ||¢]|3 = 1, and therefore the first factor is positive and the
second negative. Therefore we have

E[(Xuo — Xup)?] < [u(8 — )T + [|(u — w)oT|[?
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= lull3l0 = o113 + l1gll3 1w — w3 = lu — wl3 + 116 = 6|5 = E[(Yup — Yue)*]

We can now apply Gordon’s inequality to obtain

VnE[T(r,s)]=E| sup inf X, v}
| 0K (r,s) ue$d-1

<E| sup inf Yy,
|0 K (r,s) ue$d-1

—E| sup <<,9>] VE| inf (€w]
| 0K (r,s) ue$d=1

S <c,e>] —E(lel

| 0K (r,s)
2n
< sup (|01 Ef[Clloc] =/ —

0K (r,s)

Now for 6 € K(r,s) we have that g(||f||1) < s, or in other words that

s
2\/logd/n

In addition, from Lemma [1.3.2] we have that

E[[[¢lloc] < v/2l0gd,

18]l <

and thus overall we have

E[T(r,s)] < sup |01 E {Hﬁ“’} _ \/z

0cK(r,s)
s 2
~ 24/logd/n Bd/ @
2
<s-— \/> (2.18) {eq:mean_bound
71'

Finally, from Theorem [6] it follows that
P <T(r, s) > E[T(r, 5)] + 5) < o2,

for all 6 > 0. Letting § = \/2/7m — 1/2 + s and using the upper bound in (2.18)) we have
that

%2 > p (T T(r,s)| + 5)
P (T E[T(r,s)] + \/E -

P (T(r, s) > 2s — é)

N

>P +

+5)
5)

N =

v

The result follows since §2 > C? + 2. O
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